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Kicking Things Off

Jim Duffy
• Director of Business Development

CODE Magazine & Consulting

• Former Developer – Drawn to the Dark Side: Now Responsible for 

Marketing & Business Development 

• jduffy@codemag.com / My Bio

• International Author and Speaker

• Former Microsoft RD (Regional Director) 9 years

• Former 11-time Microsoft Most Valuable Professional (MVP)

• Twitter: @jmduffy

mailto:jduffy@codemag.com
https://www.codemag.com/People/Bio/Jim.Duffy


“Helping People Build 

Better Software” 



About CODE Consulting 

• Custom Software Development

• Web, Cloud, Mobile, Desktop, Serverless, 
Databases,…

• Copilot Development, AI, GPT & Azure OpenAI

• Application Security Testing 

• User Interface and Interaction Design

• Project Rescue, App Modernization (VB, VFP, 
Access, etc.)

• Support & Maintenance for existing 
applications



AI Consulting Services

• We can help with your AI needs

• What does AI mean for you?

• Executive Briefings and Analysis

• AI Implementations

• Business Modernization

• “Skunk Works” Projects

• www.codemag.com/AI 

• www.codemag.com/SkunkWorks 

http://www.codemag.com/AI
http://www.codemag.com/SkunkWorks


About CODE Staffing

• Disrupting the world of staffing!

• Giving our customers the ability to 

have staff on par with 

Silicon Valley companies…

• …and our employees a work 

environment in a bleeding-edge tech 

company with the industry leading benefits!

• www.codestaffing.com 

http://www.codestaffing.com/


We Need You!

• We are currently “hiring on all cylinders” across the entire 

CODE Group Organization!

• Check out www.codestaffing.com/careers 

http://www.codestaffing.com/careers


Upcoming CODE Group Events

•Training Classes
• Introduction to Development with Open AI, ChatGPT, 

Azure Open AI, and more... (June 21)

• Secure Coding for C# Developers (Sept 5 & 6)

https://www.codemag.com/training 

https://www.codemag.com/training


Free Subscription to CODE Magazine!

• The leading software development magazine written 
by expert developers for developers.

• All registered attendees will automatically receive a 
free digital subscription to CODE Magazine – no need 
to do anything, it’ll happen auto-magically.

• Subscribers get CODE Focus issues free of charge!

• Please share this free subscription link:

https://tinyurl.com/cp062023



CODE Mobile App

• Check out the new 

CODE Magazine Mobile application!

• Available for iOS & Android

https://apps.apple.com/us/app/code-magazine-mobile/id1510075344
https://play.google.com/store/apps/details?id=com.codemag.code


Join Us On Social Media

• YouTube channel: https://tinyurl.com/CODEYTC

• Twitter: https://twitter.com/CODEmagazine   

• Facebook: www.facebook.com/CODEMagazine/

• LinkedIn: https://www.linkedin.com/company/code-magazine/ 

https://tinyurl.com/CODEYTC
https://twitter.com/CODEmagazine
http://www.facebook.com/CODEMagazine/
https://www.linkedin.com/company/code-magazine/


Recordings & Slide Decks

• State of .NET Webinar Series

• codemag.com/StateOfDotNet

• CODE Presents Webinar Series

• codemag.com/CODEPresents

https://www.codemag.com/StateOfDotNet
https://www.codemag.com/CODEPresents


Event Survey – Win $100! 

• Complete this very short 12 question 

survey for a chance at a $100 Amazon 

Gift Card!

• Survey must be completed by 11:59pm 

ET on Friday 6/16/2023 to be eligible!

• THIS SLIDE WILL BE REPEATED AT THE END AND 

SURVEY LINK REPEATED IN THE CHAT WINDOW!

https://tinyurl.com/cp062023survey



About the Presenter

• Dr. Otto Dobretsberger

• Senior Software Developer

• Founding Photino Team Member

• Professor at University of Houston

• PhD in Computer Science 

• Email: ottod@codemag.com

• https://www.codemag.com/People/Bi
o/Otto.Dobretsberger

• ...and able to deadlift 700lbs+ 
(Texas State record holder) 

mailto:markus@eps-software.com
mailto:ottod@codemag.com
https://www.codemag.com/People/Bio/Otto.Dobretsberger
https://www.codemag.com/People/Bio/Otto.Dobretsberger


CODE Training - codemag.com/training

Large Language Models

Otto Dobretsberger, PhD
Sr. Software Dev

CODE Magazine, CODE Consulting, CODE Staffing



Large Language Models

LLMs based on frequencies



Large Language Models with Bob Dylan



Large Language Models



Large Language Models – Edge Probabilities



Large Language Models as Generative AI



Improve Large Language Models!

Train it on more Text. How much more? All of it!

Etc.



Large Language Models Probabilities

Probability of the next word is dependent only on the previous word. 

In our case the words YOU and MY.

Can we do better?



Large Language Models: n-grams

Create a table of all 3-grams, 4-grams, 5-grams, etc.

→ Dependency on more words than just the previous one!

You that never done nothing, But build to destroy,
You play with my world Like it’s your little toy.

(Unfeasible number of combinations.1050+)



Large Language Models: Predictions!

4 Steps to the next word:

1. Input

2. Propagation Through Layers

3. Output and Softmax

4. Prediction

?



Large Language Models: Input

The model takes in a sequence of words. 
(or more precisely, a sequence of numerical representations of those words, known as embeddings)

This sequence is treated as the input for the neural network.



Large Language Models: Propagation 
Through Layers – Neural Network Example

I HAVE A  ____

1,2      3,4       5,6

Let’s assume 1 hidden layer with 2 neurons. Each neuron has its own weights and bias.

Weights determine importance of given inputs. Bias allows shifting neuron’s output up or down (making adjustments)

Neuron 1: Weights [0.1, 0.2], bias = 0.5

Neuron 2: Weights [0.3, 0.4], bias = 0.6 

 

Calculate for each input embeddings with weights plus bias: “I” goes through 1st neuron:

(0.1 * 1) + (0.2 * 2) + 0.5 = 0.9

Same with all other inputs produces sets of values.



Propagation Through Layers



ChatGPT is a Deterministic Turing Machine



Output, Softmax and Prediction

Final layer of the network outputs a vector (one-dimensional array 

of numbers) → each element represents a score for each possible 

next word in the vocabulary. 

Turn into probabilities with Softmax function:

Takes a set of numerical values and "squashes" them into a set of 

values between 0 and 1 that sum to 1.

Prediction: The word with the highest probability is selected as the 

next word in the sequence.



Large Language Models – Layer Stacking

GPT 3 has 96 stacked transformer layers, and uses 175 billion parameters

GPT 4 uses 170 trillion parameters 

Early layers might learn to recognize basic features of the language, while later layers 
capture more complex, high-level features and relationships.



Large Language Models - Parameters

Parameters: parts of the model that are 

learned from the data during training. 

These include the weights and biases in 

each layer.

The '175 billion parameters' in GPT-3 

refer to the total number of these 

individual, learnable weights and biases.



Large Language Models – Parameter Analogy

• 100g flour

• 2 eggs

• 300ml milk

• 1 tbsp oil

ParametersWeights

Bias allows for changes in cooking procedure.

Recipe for pancakes:



Large Language Models – Learning

1. Initialization: The model's weights and biases are initially set to random values. This random 
initialization breaks symmetry and allows the model to learn diverse features.

2. Forward Pass: The input (data) is passed through the network, and the model makes a prediction 
based on the current parameter values.

3. Calculate Loss: The prediction is compared to the actual target, and a "loss" is calculated. The loss is a 
measure of how far the model's predictions are from the actual target values.

4. Backward Pass (Backpropagation): The loss is then propagated back through the network, from the 
last layer to the first. This process computes the gradient of the loss with respect to each parameter 
(how much the loss would change if the parameter were nudged a tiny bit). This gradient points in the 
direction of steepest increase of the loss, so the negative gradient points in the direction that 
decreases the loss most quickly.

5. Update Parameters: The parameters (weights and biases) are then updated in the direction that 
decreases the loss. This is typically done by subtracting a small fraction of the gradient from the 
parameters.

6. Repeat: This process of making predictions, calculating loss, backpropagating gradients, and updating 
parameters is repeated, typically for many epochs (an epoch is one pass through the entire dataset), 
until the model's performance stops improving.



Large Language Models - Example

Initial weights 
do not matter 
and are 
random.

101g flour

2 eggs

299ml milk

1 tbsp oil

10 pounds flour

1 egg

500 gallons milk

1 cup oil

1 pound flour

10 eggs

110 gallons milk

10 gallons oil

500g flour

18 eggs

1 gallon milk

10 cups oil



Large Language Models - Problems

Trained with a LOT of garbage.

• Wrong information.

• Outdated information.

• Dangerous information.

• Sarcastic information.

• Illegal information.



Large Language Models – Problems (GPT 3.5)



Large Language Models



Large Language Models – GPT4



Large Language Models at Home

Required Hardware:



Large Language Models in the Cloud



Large Language Models compared:

GPT-4:
(ChatGPT)



Large Language Models compared:

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard



Event Survey – Win $100! 

• Complete this very short 12 question 

survey for a chance at a $100 Amazon 

Gift Card!

• Survey must be completed by 11:59pm 

ET on Friday 6/16/2023 to be eligible!

https://tinyurl.com/cp062023survey



Recordings & Slide Decks

• State of .NET Webinar Series

• codemag.com/StateOfDotNet

• CODE Presents Webinar Series

• codemag.com/CODEPresents

https://www.codemag.com/StateOfDotNet
https://www.codemag.com/CODEPresents


CODE AI & CODE Copilot

• Helping companies implement AI features

is now a major service we offer

• This is especially true for copilot-stye features

in existing and new applications

• Contact us for more information and to schedule a free 

demonstration and/or brainstorming session

• info@codemag.com 

• www.codemag.com/ai  

mailto:info@codemag.com
http://www.codemag.com/ai


Free Subscription to CODE Magazine!

• The leading software development magazine written by 
expert developers for developers.

• All registered attendees will automatically receive a free 
digital subscription to CODE Magazine – no need to do 
anything, it’ll happen auto-magically.

• Subscribers get CODE Focus issues free of charge!

• Please share this free subscription link:

https://tinyurl.com/cp062023



Contact us with Questions!

Presenter Contact:CODE/EPS Contact

www.codemag.com

info@codemag.com 

www.facebook.com/codemagazine 

twitter.com/codemagazine 

ottod@codemag.com
jduffy@codemag.com

mailto:info@codemag.com
mailto:info@codemag.com
http://www.facebook.com/codemagazine
http://www.twitter.com/codemagazine
mailto:ottod@codemag.com
mailto:jduffy@codemag.com
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