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About CODE Consulting CODE

« Custom Software Development

* Web, Cloud, Mobile, Desktop, Serverless,
Databases,...

* Copilot Development, Al, GPT & Azure OpenAl
 Application Security Testing
 User Interface and Interaction Design

* Project Rescue, App Modernization (VB, VFP, =. Microsoft
Access, etc.)

 Support & Maintenance for existing Gulfstrealmn
appllcatlons éeogresources II:|I| \é\ﬂfgé?Ch
ZBRIDGESTONE Solera



Al Consulting Services

* We can help with your Al needs
* What does Al mean for you?

* Executive Briefings and Analysis
Al Implementations

* Business Modernization
 “Skunk Works" Projects

« www.codemag.com/Al

« www.codemag.com/SkunkWorks



http://www.codemag.com/AI
http://www.codemag.com/SkunkWorks

About CODE Staffing

* Disrupting the world of staffing!

* Giving our customers the ability to
have staff on par with
Silicon Valley companies...

e ...and our employees a work
environment in a bleeding-edge tech
company with the industry leading benefits!

« www.codestaffing.com



http://www.codestaffing.com/

We Need You!

* We are currently "hiring on all cylinders” across the entire
CODE Group Organization!

* Check out www.codestaffing.com/careers



http://www.codestaffing.com/careers

Upcoming CODE Group Events e

TRAINING

Secure Coding
* Introduction to Development with Open Al, ChatGPT, For C# Developers

Azure Open Al, and more... (June 21)

 Secure Coding for C# Developers (Sept 5 & 6) CODE Training:
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Development with OpenAl,
ChatGPT, Azure OpenAl, and more...



https://www.codemag.com/training

Free Subscription to CODE Magazine! -

 The leading software development magazine written
by expert developers for developers.

* All registered attendees will automatically receive a
free digital subscrilotion to CODE Magazine — no need
to do anything, it'll happen auto-magically.

» Subscribers get CODE Focus issues free of charge!

* Please share this free subscription link:




CODE Mobile App CO2E:

* Check out the new
CODE Magazine Mobile application!

e Available for iOS & Android

#  Download on the GETITON

@& App Store » Google Play


https://apps.apple.com/us/app/code-magazine-mobile/id1510075344
https://play.google.com/store/apps/details?id=com.codemag.code
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Joinh Us On Social Media

* YouTube channel: https://tinyurl.com/CODEYTC
 Twitter: https://twitter.com/CODEmagazine

 Facebook: www.facebook.com/CODEMagazine/

e LinkedIn: https://www.linkedin.com/company/code-magazine/
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Q ¢ ma®P < CODE Magazine - In Print & Digital Formats!

6,692 Tweets

\/\ Never Miss

an Article!
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CODE Magazine " ey
®  Subscription
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CODE Magazine - In Print & Digital Formats! “ ' CODE Magazine
@CODEmagazine @CODEMagazine - 4 5 9 reviews @ - Business service

Follow us for in-depth articles for software developers and their managers.
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Recordings & Slide Decks

e State of .NET Webinar Series A
i COdemag'Com/StateOfDOtNet Stateof.NET-TheStateof.NETApp Stateof.NET-.NETConfRecap

and System Development

* CODE Presents Webinar Series ey el
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 codemag.com/CODEPresents

State of .NET - .NET 6 Preview State of .NET - Azure Architecture
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About the Presenter

 Dr. Otto Dobretsberger
Senior Software Developer

Founding Photino Team Member

Professor at University of Houston

PhD in Computer Science

 ..and able to deadlift 700lbs+
(Texas State record holder)
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Large Language Models

LLMs based on frequencies
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Large Language Models with Bob Dylan

that never done nothing
But build to destroy,
play with my world

Like it's your little toy.

ut a gun in my hand

And lyou hide from my eyes,

Thenlyouturn and run farther |3
When the fast bullets fly. |




Large Language Models

Y¢ . that never done nothing
\ ?u\ But build to destroy

- play with my world
Like it's your little toy

- put a gun in my hand
And

~hide from my eyes,

Then
—»turn and run farther When the fast bullets fly.




Large Language Models — Edge Probabilities

' ., ,thatnever done nothing

AY?U\ But build to destroy
. Do the same
02 - play with my.world e other
Like it's your little toy ~ repeating
. ~__—words
~ 02 ~putaguninmyhand
And -
02— hide from my-eyes,
Then

o.2-turn and run farther When the fast bullets fly.



Large Language Models as Generative Al

Use this model to generate Bob Dylan songs:

You play with my eyes, -
Then you play with my world
Like it's your little toy.

You that never done nothing

Somewhat ok

But build to destroy, -

you hide from my hand ORIGINAL |
And you hide from my hand 4 Garbage ;Kéﬂjzrli";s‘i‘r’;: nothing
And you hide from my hand wa_K/ play withI m world
And you hide frommy hand  » o pusyogjn'?%
And you hide from my hand And you hide from my efes,

] Then you turn and run farther
And you hide from my ...etc... When the fast bullets fly.



Improve Large Language Models!

Train it on more Text. How much more? All of it!

"Blowin' In The Wind" |

"She's No Good" ‘

How
walk d Well || "Talkin' New York" ’
Before .

you lik
How | \ obod Rambl| "Highway 51 Blues”
dove s

along | Leavin
Before You g( best |Highway 51 runs right by my
sand? sleepil| Thoug|baby's door

Yes, ar | comel and di|Highway 51 runs right by my
must t| - ouidl 'Til | ¢| baby's door

Before town [If I don't get the girl I'm

banne: Well s| Peopl¢|loving
sweet | groun [Won't go down to Highway
The an oy
When | Buildii|51 no more
blowin Etc.

of jum
The anf\v i y| Winte | Well, | know that highway like
wind guess | The w |1 know my hand

An' yo| aroun(Yes, | know that highway like
wannal Walk |1 know the back of my hand
go Running from up Wisconsin
Before|, help{ Somel|way down to no man's land
i no sh¢ to the
mamal | froze| Well, if | should die before

| helpd New Y[ my time should come

no foc| the co|And if | should die before my

Yes, ar
a moul




Large Language Models Probabilities

Probability of the next word is dependent only on the previous word.
In our case the words YOU and MY.

P(x, |x, 1)

Can we do better?




Large Language Models: n-grams

Create a table of all 3-grams, 4-grams, 5-grams, etc.
- Dependency on more words than just the previous one!

e Lt B e M e B B B Kol i e M X9 Xn—10)

You that never done nothing, But build to destroy,
You play with my world Like it’s your little toy.

(Unfeasible number of combinations.10°%)




Large Language Models: Predictions!

4 Steps to the next word:

Input

Propagation Through Layers
Output and Softmax
Prediction

Hwn =



Large Language Models: Input

The model takes in a sequence of words.

(or more precisely, a sequence of numerical representations of those words, known as embeddings)

This sequence is treated as the input for the neural network.

¥« body part
v ¥ food
city -.? .
o ¥ 2y e s travel{BeK .
" o > . DR -
° oY
._‘,v ‘ 3
& ¢
s relative

(available pre-built)



Large Language Models: Propagation

Through Layers — Neural Network Example

| HAVEA _

1,2 3,4 5,6

Let's assume 1 hidden layer with 2 neurons. Each neuron has its own weights and bias.

Weights determine importance of given inputs. Bias allows shifting neuron’s output up or down (making adjustments)

Neuron 1: Weights [0.1, 0.2], bias = 0.5
Neuron 2: Weights [0.3, 0.4], bias = 0.6

Calculate for each input embeddings with weights plus bias: “I" goes through 15t neuron:
(0.1 *1)+(0.2*2)+0.5=0.9

Same with all other inputs produces sets of values.



Propagation Through Layers

o ] Predictions:
Prediction returns highest probably word toy 0.4

(Or not, if the user allows more/less randomness via parameters) ploy 0.1
employ 0.001

==> this is why ChatGPT produces different responses for same requests boy 0.3

soy 0.1
Malfoy 0.01

. . Provides list of predictions based
Prediction Layer on attention layer's input

. Provides weights of
| Attention Layer (n-grams and rhyme word tuples) contributing egntities

o 0o O O 0 0 0O O o5 o 0 0 O O O 0 0.2053
You that never done nothing But build to destroy, You play with my world Like it's your IittI



ChatGPT Is a Deterministic Turing Machine




Output, Softmax and Prediction

Final layer of the network outputs a vector (one-dimensional array
of numbers) - each element represents a score for each possible
next word in the vocabulary.

Turn into probabilities with Softmax function:

Takes a set of numerical values and "squashes" them into a set of
values between 0 and 1 that sum to 1.

Prediction: The word with the highest probability is selected as the
next word in the sequence.



Large Language Models — Layer Stacking

| | | | | | | | | | | | |

| | .
( prediction
| | I I I I I I I I I I I I
( attention
| | | | | | | | | | | | | T
@
L]
L]
| | | | | | | | | | | | | |
C prediction
I I I I I I I | I I I I I I
C attention
( prediction
I I I I I I I I I I I I I I
C attention

| I ! ! ! ! I | I ! ! I !
GPT 3 has 96 stacked transformer layers, and uses 175 billion parameters
GPT 4 uses 170 trillion parameters

Early layers might learn to recognize basic features of the language, while later layers
capture more complex, high-level features and relationships.



Large Language Models - Parameters

Parameters: parts of the model that are
learned from the data during training.

These include the weights and biases in
each layer.

The '175 billion parameters' in GPT-3
refer to the total number of these
Individual, learnable weights and biases.




Large Language Models — Parameter Analogy

Recipe for pancakes:

/ 1009 o

2 egqgs \

| / 99 \»Parameters
Welghts\ 300m| mll7

1 tbsp oll

Bias allows for changes in cooking procedure.




Large Language Models — Learning

1. Initialization: The model's weights and biases are initially set to random values. This random
initialization breaks symmetry and allows the model to learn diverse features.

2. Forward Pass: The input (data) is passed through the network, and the model makes a prediction
based on the current parameter values.

3. Calculate Loss: The prediction is compared to the actual target, and a "loss" is calculated. The loss is a
measure of how far the model's predictions are from the actual target values.

4. Backward Pass (Backpropagation): The loss is then propagated back through the network, from the
last layer to the first. T isCFrocess computes the gradient of the loss with respect to each parameter
(how much the loss woul chanfge if the parameter were nudged a tiny bit). This gradient points in the
direction of steepest increase of the loss, so the negative gradient points in the direction that
decreases the loss most quickly.

5. Update Parameters: The parameters (weights and biases) are then updated in the direction that
decreases the loss. This is typically done by subtracting a small fraction of the gradient from the

parameters.

6. Repeat: This process of making predictions, calculating loss, backpropagating gradients, and updating
parameters is repeated, typically for many epochs (an epoch is one pass through the entire dataset),
until the model's performance stops improving.



Language Models - Example

Initial weights

do not matter
and are
random.

A 4

1019 flour
2 eggs
299ml milk

1 tbsp oil




Large Language Models - Problems

* Wrong information.
 Qutdated information.
« Dangerous information.
« Sarcastic information.

* lllegal information.



Large Language Models — Problems (GPT 3.5)

An airplane flies 800 km with the wind. with the same power in the same time, it would fly
T20 km against the wind. the wind speed is 30 km/h. what is the speed of the airplane
without wind?

Let’s assume the speed of the airplane without the wind 15 "x" km/h.

When the airplane flies with the wind, its effective speed i= increased by the speed of the
wind. So, the airplane’s speed with the wind is (c+ 30) km/h.

When the airplane flies against the wind, its effective speed is decreased by the speed of the

wind. So, the airplane's speed against the wind is (x - 30) km/h.

'We know that the airplane flies 800 km with the wind and 720 km against the wind in the

same time. We can use the formula "distance = speed x time” to form two equations:

Equation 1: (x + 30) km/h = time = 300 km
Equation 2 (x - 30} km/h = time =720 km

Since the time is the same in both cases, we can set the two equations equal to each other:
(x +30) km/h = time = (x - 30) km/h = time

Simplifying, we can cancel out the "“time” variable:

x+30=x-30

MNow, let's solve for "x"™:

x-x=-30-30

0=-60

Since the equation leads to an inconsistency, it means that there is no solution for "x."

Howewer, this result seems unlikely because it would mean the airplane has no speed

without wind, which is not physically possible.

Therefore, there might be an error in the problem statement or the values provided. Please

double-check the information provided or provide any additional details if available.

you are wrong. x is 570

Apologies for the confusion. Let's recalculate based on the correct information.

Let's assume the speed of the airplane without the wind is "x" km/h.

When the airplane flies with the wind, its effective speed is increased by the speed of the
wind. So, the airplane’s speed with the wind is (x+30) km/h.

When the airplane flies against the wind, its effective speed is decreased by the speed of the

wind. So, the airplane's speed against the wind is {x - 30) km/h.

We know that the airplane flies 800 km with the wind and 720 km against the wind in the

same time. We can use the formula "distance = speed = time” to form two equations:

Equation 1: Gc+ 30) kmifh = time = 800 km
Equation 2- (x - 30) kmy/h = time =720 km

Since the time is the same in both cases, we can set the two equations equal to each other:

(¢ +:30) km/h = time = (¢ - 30) km/h = time

Simplifying, we can cancel out the “time™ variable:

x+30=x-30

Subtracting "x" from both sides:

30=-30

This equation leads to an inconsistency, which means there is no valid solution. However, this

result doesn't make senze because an airplane must have a non-zero speed without wind.

There may be an error in the problem statement or the given values. Please double-check

the information provided or provide any additional details if available.




Large Language Models

dude, you are wrong again. you can't just set the two equations equal. you have to set equal:
800 f (x+3) = T20 / (x-30) which resolves to 570 for x

Apologies for the confusion and the incorrect approach in my previous responses. You're

right; | made an error in setting up the equations.
Let's correct the approach:
Let's assume the speed of the airplane without the wind is "x" km/h.

When the airplane flies with the wind, its effective speed iz increased by the speed of the
wind. So, the airplane's speed with the wind is (x + 30) kam/h.

When the airplane flies against the wind, itz effective speed i= decreased by the speed of the

wind. So, the airplane’s speed against the wind is (x - 300 km/h.

We know that the airplane flies 800 km with the wind and 720 km against the wind in the

=zame time. We can set up the equation using the formula "distance = speed = time"™

800 / (x + 300 =720/ (x - 30)

To solve this equation, we can cross-multiphy:

8000 - 30) = T20(x + 30)

Expanding both sides:

800x - 24000 =T20x + 21600

Bringing like terms to one side:

800x - T20x = 21600 + 24000

80x = 45600

Dividing both sides by 80:

x =570

Therefore, the =peed of the airplane without the wind (g i= 570 km/h.

Thank you for pointing out the mistake, and | apologize for the confusion caused.




Large Language Models — GPT4

An airplane flies 800 km with the wind. with the same power in the same time, it would fly
720 km against the wind. the wind speed is 30 km/h. what is the speed of the airplane
without wind?

Let's use the basic relationship distance = rate * time.

First, let's define:

Vp = plane speed in calm wind,
Vw = wind speed,

T =time.

The question gives us the following two equations:

T = (800 km) / (Vp + Vw), which is the time it takes the plane to fly 800 km with the wind.

T = (720 km) / (Vp - Vw), which is the time it takes the plane to fly 720 km against the

wind.

Since these times are equal, we can set the two right-hand sides equal to each other:

(800 km) / (Vp + Vw) = (720 km) / (Vp - Vw).

We're given that the wind speed Vw = 30 km/h. Let's substitute this into the equation:

800 / (Vp +30) =720 / (Vp - 30).

Cross-multiplying gives:

800*(Vp - 30) = 720*(Vp + 30).

Expanding both sides:

800Vp - 24000 =T20Vp + 21600.

Subtract 720Vp from both sides:

80Vp = 45600.

Finally, divide by 80 to solve for Vp:

Vp =45600 / 80 = 570 km/h.

Therefore, the speed of the plane without wind is 570 km/h.




Large Language Models at Home

GPT-J: Mesh Transformer Jax
https://github.com/kingoflolz/mesh-transformer-jax

61GB trained model data (weights)

Required Hardware:

nnnnnnnnnnnnnnnnnnnnn




Large Language Models in the Cloud

8x H100 80GB 1x NVIDIA L40 1X RTX 6000 Ada

Pricing from $2.3/hr On-Demand . )/h On-Demand

1x A100 80GB 1x A100 SXM 80GB




Large Language Models compared:

What is your favorite color and why?

G PT- 2 : Blue. Ithas a nice warmth and deep blue blue light.

wWhat is vour favorite color. and whv?
G P I -J . el sl i : ; s
L] i

G PT_ 3 5 . 5 What is your favorite color and why?
(ChatGPT)

| have always been drawn to the color blue. | find it to be a calming and peaceful color, and it
reminds me of the ocean and the sky. However, | also appreciate the vibrancy and energy of
colors like red and yellow. Ultimately, | believe that all colors have their own unique beauty

and significance, and it's a matter of personal taste and context.

G PT_ 4 : N What is your favorite color and why?

(ChatGPT)

As an Al language model, | don't have personal preferences or consciousness, so | don't have
a favorite color. | am here to assist and provide information on a wide range of topics. Is there

anything else | can help you with?




Large Language Models compared:

https://huggingface.co/spaces/HuggingFaceH4/open_IIm_leaderboard

@ Open LLM Leaderboard

[, With the plethora of large language models (LLMs) and chatbots being released week upon week, often with grandiose claims of their performance, it can be hard to filter out the genuine progress that is being made by the

open-source community and which model is the current state of the art. The @ Open LLM Leaderboard aims to track, rank and evaluate LLMs and chatbots as they are released.

@ A key advantage of this leaderboard is that anyone from the community can submit a model for automated evaluation on the @ GPU cluster, aslong asitis a @ Transformers model with weights on the Hub. We also

support evaluation of models with delta-weights for non-commercial licensed models, such as LLaMa.

We evaluate models on 4 key benchmarks from the Eleuther Al Language Model Evaluation Harness , a unified framework to test generative language models on a large number of different evaluation tasks:

o Al2 Reasoning Challenge (25-shot) - a set of grade-school science questions.

o HellaSwag (10-shot) - a test of commonsense inference, which is easy for humans (~95%) but challenging for SOTA models.

o MMLU (5-shot) - a test to measure a text model’s multitask accuracy. The test covers 57 tasks including elementary mathematics, US history, computer science, law, and more.
o TruthfulQA (0-shot) - a benchmark to measure whether a language model is truthful in generating answers to questions.

We chose these benchmarks as they test a variety of reasoning and general knowledge across a wide variety of fields in 0-shot and few-shot settings.

M citation < 4} CHANGELOG <

Q Search your model and press ENTER

Model &+ Revision & Average 4 ARC (25-shot) 4  HellaSwag (10-shot) 4 MMLU (5-shot) &  TruthfulQA (@-shot) A
tiivae/falcon-40b-instruct main 63.2 61.6 84.4 54.1 52.5
timdettmers/suanaco-65ob-merged main 62.2 6B.2 84.6 52.7 51.3
CalderaAl/30B-Lazarus main 60.7 7.6 81.7 45.2 58.3

tiivee/T n-49h main 60.4 61.9 85.3 52.7 41.7
timdettmers/suanaco-33b-mersed main 60 58.2 83.5 48.5 50
ausboss/1llama-30b-supsrcot main 59.8 58.5 82.9 44.3 53.6

1lama-65b main 58.3 57.8 84.2 45.8 42.3

hvssyllama/llamas6sh main 58.3 57.8 84.2 45.8 42.3

pinkmanlove/1lama-65b-hf main 58.3 57.8 84.2 458.8 42.3

MetalX/GPT4-X-Alpasta:-36h main 57.9 56.7 81.4 43.6 49.7
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Recordings & Slide Decks
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https://www.codemag.com/StateOfDotNet
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CODE Al & CODE Copilot

* Helping companies implement Al features
IS Nnow a major service we offer

* This is especially true for copilot-stye features
In existing and new applications

e Contact us for more information and to schedule a free
demonstration and/or brainstorming session

* info@codemag.com

* www.codemag.com/ai



mailto:info@codemag.com
http://www.codemag.com/ai

Free Subscription to CODE Magazine! -

* The leading software development magazine written by
expert developers for developers.

* All registered attendees will automatically receive a free
digital subscription to CODE Magazine — no need to do
anything, it'll happen auto-magically.

* Subscribers get CODE Focus issues free of charge!

* Please share this free subscription link:

https://tinyurl.com/cp062023
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Contact us with Questions!

CODE/EPS Contact Presenter Contact:

www.codemag.com ottod@codemag.com
info@codemag.com 'duffcodema.com

www.facebook.com/codemagazine
twitter.com/codemagazine

CODE CODE CODE CODE
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